Analogy in the emergence of intrusive-r in English
MARTON SOSKUTHY
University of Edinburgh



ABSTRACT

This paper presents a novel approach to the phenomenomadivgs in English
based on analogy. The main claim of the paper is that inteusiir non-rhotic ac-
cents of English is the result of the analogical extensiohef~zero alternation
shown by words such dar, more anddear. While this idea has been around for a
long time, this is the first paper that explores this type @flgsis in detail. More
specifically, | provide an overview of the developments thdtto the emergence
of intrusiver and show that they are fully compatible with an analogicarapch.
This includes the analysis of frequency data taken from din d@ntury corpus of
English compiled specifically for the purposes of this papet the discussion of a
related development, namely intrusikeFo sharpen the predictions of the analog-
ical approach, | also provide a mathematically explicit migbn of analogy and
run a computer simulation of the emergence of the phenomease&d on a one
million word extract from the 18th century corpus mentioaddve. The results
of the simulation confirm the predictions of the analogigagp@ach. A further
advantage of the analysis presented here is that it can @aictauthe historical
development and synchronic variability of intrusivéx a unified framework.



1 INTRODUCTION

The phenomenon of intrusivei various accents of English has inspired a large
number of generative analyses and is surrounded by coabidecontroversy,
mainly because of the theoretical challenges that it poseSptimality The-
ory and markedness-based approaches to phonology (e.carthgCl993; Har-
ris 1994; Halle & Idsardi 1997; Bako®i1999; Uffmann 2007). | believe that
this line of research is crucially misguided: its narrowdsmn minor details
of analysis leads to a general lack of interest in the compiteractions that
make this phenomenon particularly intriguing. Even mopgmatically, many
of these analyses make dubious claims about the empiripattsof intrusive-

r and disregard the results of existing quantitative studiego areas that have
been particularly neglected in generative discussions®fphenomenon are its
historical development and its extreme variability. Thegal indifference with
respect to these areas stems directly from the underlyingiptes of the gener-
ative programme, according to which the primary goal ofliists is to construct
synchronic models ofcompetence, which therefore do not have to deal with is-
sues of diachrony or performance. However, these restnisthave not proven
particularly felicitous in the case of intrusivewhose apparent unnaturalness has
led many researchers to claim that it is synchronicallyteaby (McCarthy 1991,
1993; Blevins 1997; Halle & ldsardi 1997; McMahon 2000),rét®/ implicitly
acknowledging diachrony as a potential source of explandbr its behaviour
in present-day accents. In this paper, | show that this ltiawy-as-a-last-resort’
approach is insufficient: the facts related to intrugivean only be fully under-
stood by taking an explicitly diachronic approach and expipthe history of the
phenomenon in detail.

The main claim of this paper is that the pattern of intrusiearsin Southern
British English and other intruding accents is the resuli pfocess of analogical
extension. Several different types of argument are predent support of this
hypothesis. First of all, | show that the analogical appho@akes correct predic-
tions about the diachronic development of the phenomenabis ificludes a de-
tailed overview of the frequency distribution of word clesselated to intrusive;
which are investigated in a corpus of 18th century Englighgited specifically
for the purpose of this paper. The frequency argumentsvedarther support
from arelated developmentin a number of American acceatagly intrusivek |
also demonstrate that once a formally explicit definitioaélogy is adopted, the
facts about the development of intrusivend its variability can be accounted for
in a unified way. This is corroborated by a computer simutatibthe emergence
of the phenomenon, which takes a portion of the 18th centargus mentioned
above as its input, and eventually produces an accent witriable process of
intrusion.



It will be useful to clarify the use of a number of key termshistpaper. Words
which contain an inetymologicalin intruding accents of English are referred to
asr-LESS (because of their lack of anbefore the appearance of intrusive-
and words with an etymologicalasr-FuL. Historical accents which had devel-
oped the conditions necessary for the emergence of infusve termePRE
INTRUSION ACCENTS Preconsonantal and prepausal instancesase simply
referred to as£oDA-r, although | would like to emphasise that | do not make any
assumptions about the actual syllabic status of this camgan English and use
this term purely for convenience.

The structure of the paper is as follows. In Section 2, | gte\a preliminary
outline of the analogical approach to intrusivand present its main predictions.
Section 3 sets these predictions against the empiricactspé intrusiver and
finds that while the particular conditions in pre-intrusidialects are fully com-
patible with an analogical account, the variability of theepomenon cannot eas-
ily be explained without elaborating on the notion of anglatgelf. This task is
taken up Section 4, which presents an overview of analogicalels and arrives
at a more explicit formulation of analogy based on tokenssef drinally, Section
5 develops the token-based approach into a computer siotubaid shows that it
makes accurate predictions about the historical develaparel the variability of
intrusives. | conclude the paper with a brief summary of its main points.

2 PRELIMINARY ANALYSIS

The term intrusive-refers to amr~zero alternation at the end oless words; the
variant with a finak appears before a vowel and the one witholbfore a conso-
nant or a pause. According to most traditional accountsjsinte+ only involves
words with a final[a:], [o:] or schwa (e.gspa, law andpizza, respectively). The
epenthetic consonant may occur across words épajr] is, law[r] and order,
idea[r] of and word-internally as well (e.gvithdraw(r]al, saw[r]ing). It is im-
portant to note that intrusiveenly appears in non-rhotic dialects, that is, dialects
in which r-ful words also show a final~zero alternation (e.gscar, lore, Peter).
The alternation in these words is the result of a historicatess ofr Dropping
before consonants and at the end of the word.

The main argument of this paper is that intrusiveppeared in-less words
under the analogical influence offul words. To put it slightly differently, the
alternating pattern of-ful words was analogically extended to théess group,
resulting in a complete merger between the two classestridited in (1) below
(the shading illustrates the extent of the merger):



(1) R+FUL R-LESS R-FUL R-LESS
_{C 11} V# V# =  V# V#
_V Vrit — V# Vr# Vr#

This insight also forms the basis of several previous aealp$ the phenomenon,
among them Jones (1964), Gimson (1980), Gick (1999, 200®),Bermudez-
Otero (2005). However, while | believe that this approadhtsitively appealing,
analogy has little — if any — explanatory power unless oneifips the exact con-
ditions under which a pattern can be extended and demossttat these condi-
tions are present in the language where the extension i€steghto occur. In the
present case, this means (i) identifying the situationshicivextension is likely
to occur; (ii) giving a precise description of what qualifeesa potential analogi-
cal source in such a situation; and (iii) showing that sudituason arguably held
in pre-intrusion dialects of English with thieful class being a suitable analogical
source.

As for (i), most contemporary approaches to analogicalrsita assign a
crucial role to similarity (Skousen 1989; Albright & Haye@03; Albright 2009):
the likelihood of the extension of a pattern is a functionrad similarity between
the analogical source and the analogical target; the miiésithey are, the more
likely it is that the extension will occur. Turning now to)(iithe likelihood of a
pattern to serve as the source of the extension is usuallgetito be proportional
to its frequency (Bybee 2001), which means that the diraaiicthe extension is
determined by the relative frequencies of the two pattettms:analogical source
will normally be of higher frequency than the analogicag&ir This means that
the analogical approach makes two crucial predictionsiabful andr-less words
in pre-intrusion dialects:

Prediction 1 R-ful and r-less words are similar.
Prediction 2 R-ful words are more frequent than r-less words.

It should be noted that the exact role of similarity and freoey in analogical
models is left unspecified for the moment being — | will simpgsume that the
consensus of the recent analogical literature on the irapoe of these concepts
is sufficient to treat them as essential components of arogieal account. This
vagueness is remedied in Sections 4 and 5, where these siat@substantiated
and formalised within a computationally explicit framewor



3 EMPIRICAL ASPECTS OF INTRUSIVER

3.1 Thehistorical development of intrusive-r

This section provides an overview of the historical develepts related to intru-
sive+ and shows that the predictions of the analogical approaebame out by
the data. Itis reasonable to assume a similar set of conditmhave held in all of
the dialects where intrusiveemerged (at least with respect to intrusion); there-
fore, | focus my attention on a single dialect, SouthernighiEnglish (SBE), and
suggest that the same points could also be made for othectialith intrusiver.
Since the first evidence of intrusivan SBE comes from Sheridan/ Course of
Lectures on Elocution from 1762 (Sheridan 1762/1803), | will assume that the
standard dialect spoken in the south of England in the mtti-t8ntury is an
example of a pre-intrusion dialect.

Let us first take a look at Prediction 1, which concerns thelarty between
r-ful andr-less words. It is clear that in present-day Southern Briisglishr-
ful andr-less words share an important structural feature: thefdetad vowels
appearing in preconsonantal and prepausal allomorphdest words (i.e}o, o,
a:]) is a subset of the set of final vowels appearing-ful words in the same en-
vironment (i.e[o, o1, ai, 3:]). The analogical approach to intrusiveequires this
structural similarity to be present in pre-intrusion daseas well, which means
that it needs to be shown that SBE acquired this particukstribdution of final
vowels no later than the middle of the 18th century. Theresakeral pieces of
evidence that suggest that this might well have been the CHse single most
important factor in the emergence of the partial overlapveen the two relevant
classes of words is the loss ofn preconsonantal and prepausal position, which
created the word-finalzero alternations exhibited yful words in present-day
English:

(2) r Dropping:r — @/ _{C, |}

|l _C _V
[worf|]] ‘war’ [worwpnz]  ‘war was’ [worrrz]  ‘war is’
[sta:]]] ‘star [stazlart]  ‘starlight’ [stazrpn]  ‘star on’

[beto|]] ‘better’ [betodan] ‘betterthan’ [betorm] ‘betterin’

While Wells (1982) dates this change after 1750, Lass (2@0@) McMahon
(2000) argue that the decline of codatarted much earlier, perhaps in Early
Modern English, with the weakening of preconsonantal aeggusat, and was
already ‘under way, producing variants in the speech conmyyurefore 1700’
(McMahon 2000: 234). For a detailed overview of the orthoepiidence the
reader is referred to McMahon (2000: 237-241). It is impatrta note that the
historical sources do not point to a complete disappearahoedar in SBE:



there is a marked lack of agreement among 18th century autsoto whether
codar is pronounced or not, which suggests th&@iropping was variable at this
stage. However, it is fair to assume that a considerablegptiop of codar’s was
now being dropped, creating a sufficient amount of overlawéen ther-ful and
ther-less classes to serve as the basis of analogical extesgersection 5 for a
more detailed discussion of what is meant by a ‘sufficient@mof overlap’).

There are two further changes that played an important rokhaping the
distribution of vowels before termed Pra- Lengthening and Pre-Broadening
by Wells (1982). These are illustrated in (3) and (4) below:

(3) Pref Breaking® @ — o/ {i:, ez, o1, us, a1, av}__1
[bix] > [bor] ‘beer

[tferr] > [tfeor] ‘chair
[morr] > [moir] ‘more’
[Jur] > [Jvor] ‘sure’

[farr] > [faror]  ‘fire’

[tavr] > [tavor] ‘tower
4) Prer Lengthening{a, o, 3} — {az, o, 31}/ __t{C, #}
[bard] > [barrd] ‘bard’
[horn] > [hoin] ‘horn’
[bard] > [b3ird] ‘bird’

Since both of these changes were conditioned by the follpwiiit is clear that
they had to predate the emergence of complete non-rhotitiys argument is
also supported by the historical record: PiBreaking seems to have been a long
and gradual process, starting already in the 16th centwsy Jespersen 1909;
Jones 1989), and Prekengthening was also underway from at least the begin-
ning of the 18th century (see McMahon 2000: 235-236). It fthbe noted that
while both of these changes increased the amount of ovedapelen the-ful
and ther-less classes, only Prekengthening was crucial to the creation of the
overlap itself. That is to say, the changes in vowel quargtityd possibly also
vowel quality; cf. MacMahon 1998) occasioned by Preengthening were a
prerequisite for the merger offul words which ended ifor]/[ar] before the 18th
century (e.gwar EMoE [wor], star EMOE [star]) andr-less words irjo:]/[a:] (e.g.
law [lo:], Ma [ma:]). On the other hand, the loss of codaould have created a
large number of schwa-final forms even if RrBreaking had not taken place (e.g.
better [beto], author [0:09], altar [o:lto]; see below for more detail).

It is remarkable that all the accents where intrusiveas emerged share these
features with SBE: all intruding accents are non-rhotieytall show the effects of
Pre+ Lengthening, and they all have centring diphthongsfual words (although



many of these accents have subsequently monophthongigedbs] and|[uva]).
This can be interpreted as further evidence for the anabgfproach: intrusive-
r only emerges in accents where there is a phonetic overlapebatther-ful
and ther-less classes (i.e. where they have identical final voweis)en more
interestingly, the number of non-rhotic accents withotrision is conspicuously
low. Southern American English and South African Englispesy to be the only
accents where non-rhoticity does not entail intrusion,efdisregard speakers of
various other non-rhotic accents who consciously avoidugidn. Incidentally,
these accents also share another important feature, nama¢lgtymologicallyr -
ful words are more or less consistently realised withoutal fieven in prevocalic
position (Wells 1982; McDavid 1958). Once again, these nladm®ns receive a
straightforward interpretation if we take analogy to be sberce of intrusive-
in these accents;ful words have a non-alternating pattern, which canndthaa
r-zero pattern im-less words through analogical extension.

Let us now turn to Prediction 2, which is about the frequensyridbution of
r-ful andr-less words. | have suggested that analogical extensignomalurs if
the source of the pattern is of higher frequency than thetarighe extension. To
test whether this relationship held betweenitifal and ther-less classes in pre-
intrusion SBE, | compiled a 2 million word phonetically anated corpus of early
and mid 18th century English (henceforth CE18). The cormusists of several
18th century novels (among them Samuel RichardsGlésissa and Daniel De-
foe’s Robinson Crusoe) and all issues oThe Spectator between 1711 and 1714.
Foreign sentences and medium-specific features such aechapdings and sig-
natures were removed from the text. The automatic phonetictation of the text
was based on the transcriptions of the CELEX database (Bastyal. 1995); a
number of transcriptions were added manually. While | lvelithat this corpus
can provide us with more accurate details about the frequdistributions of
the relevant word classes in 18th century English than aagemt-day corpus,
| acknowledge that it has a number of drawbacks. For instaaitéhe sources
reflect the language use of the educated upper class, ratrethat of the lower
class, although intrusivequite possibly originated in the language of the latter
(cf. S6skuthy 2009). Nevertheless, the variety of Engliet tominates the cor-
pus is probably the closest that we can get to the varietiedich intrusiver first
appeared. A further problem with CE18 is that the transionyst— being based on
CELEX - reflect present-day pronunciations rather than t¢8ttiury ones. Once
again, this may not be such a serious disadvantage, givéthén@honological
differences between 18th century English and Present-dglidh are relatively
minor and do not involve the main characteristics of thedakclasses that this
analysis is based on.

The token frequencies offul andr-less words are presented in Table 1 — the
reason for choosing token frequencies over type frequenikk become clear



R-LESS R-FUL RATIO

oH 1,553 99,979 1:64.38
or# 1,487 51,871 1:34.88
w# 112 9,397 1:83.90

SUM 3,152 161,149 1:51.13

Table 1. The token frequencies of r-ful and r-less words in the CE18 corpus

from the discussion in Section 4.2. The size of thi@l class is two orders of
magnitude greater than that of théess class, which confirms Prediction 2: the
proposed analogical source is of considerably higher grqy than the analog-
ical target. It should be noted that words in centring diphths make a smaller
contribution to ther-ful class than words ending in a lofi]: there are 66,721
r-ful tokens which end in a lonp] and only 33,258 tokens which end in a cen-
tring diphthong (includingaio] and[awvo]). This corroborates the assertion made
above that Pre-Breaking was not essential in the emergence of the overlap be
tween the two relevant word classesful words in a lone schwa arrdless words
in schwa would have identical endings in preconsonantalpgedausal position
even if Prer Breaking had not taken place.

One final piece of evidence in support of the analogical agpgr@omes from
a related but independent development in certain Mid-Aitagialects of Amer-
ican English, namely intrusive(see Gick 1999, 2002). Intrusiteshows a very
similar distribution and development to intrusivet appears in words with a fi-
nal[o:] (but not[o] and[a:]) when the following word is vowel-initial (e.glraw it
[dro:lit] vs. draw them [dro:dom]), and is only found in dialects whetédnas been
lost in preconsonantal and prepausal position. This sugtjest intrusivd-might
also be a case of analogical extension based on the partigemeaf previously
|-ful andl-less forms (e.gdrawl anddraw). If this is the case, we expect to find
the same asymmetric frequency distributionlfdul and |-less forms as for-ful
andr-less forms. This prediction is partially borne out by théagas can be seen
in Table 2 (the frequency counts are taken from the CELEXu®rps intrusive-
seems to have emerged significantly later than intrusivé/hat is particularly
striking here is that the frequency distribution neces$aryhe extension of the
|-ful pattern (i.e. the analogical source is of higher-frexgey than the analogical
target) only holds for words ifp:], which may well be the reason why words in
[o] and[a:] have not developed intrusive-Moreover, the frequency differences
between-ful andl-less words are markedly smaller than those betwedehand
r-less words. This may explain why intrusiVes less systematic and wide-spread
than intrusiver (cf. Gick 2002): a smaller difference in frequency entaiscaver
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L-LESS L-FuL RaATIO

ot 45932 41,282 1:0.90
af 12,219 110,874 1:9.07
a:# 4,237 704 1:0.16

Table 2: The token frequencies of |-ful and I-less words in the CELEX corpus

process of extension. While this evidence is clearly cirstamtial with respect to
intrusivet, the fact that analogy provides a unified explanation for indepen-

dent processes of intrusion in English and makes valid ptiedis for both is a
strong argument for adopting an analogical approach.

To conclude this section, let us sum up its main points. Itleesn shown
that intrusiver conforms to the two main predictions of the analysis presgnt
in Section 2: the-ful class and the-less class share essentially the same set
of final vowels and the-ful class has considerably higher token frequency than
ther-less class. Moreover, we have also seen that the anal@ppabach can
provide a straightforward explanation for a number of etassues: the absence
of intrusives in Southern American English and South African English drel t
development of intrusivéin Mid-Atlantic varieties of English.

3.2 Thevariability of intrusive-r

In the preceding section, a number of simplifying assunmgiwere made to allow
for a more streamlined presentation of the issues relewathiet development of
intrusive+. More specifically, | presented the relevant word classeistlaa phe-
nomenon of intrusive-itself as if they behaved categorically and referred to-vari
ation only occasionally. However, it appears that the dcibaation is somewhat
more complicatedr Dropping is likely to have been a gradual process creating a
considerable amount of variationiirful words (cf. above) and intrusiveis vari-
able even in present-day accents, which suggests that ntadidppear overnight
in pre-intrusion accents. Therefore, in this section | dsscthe issue of variability
and point out its relevance to various analyses of intrusive

First of all, there is some evidence to suggest that the &eaewhich intrusive-
r emerged were only partially non-rhotic. Hay & Sudbury (2D35a rather un-
usual study which examines the incidence of linking andusitre+ in the speech
of several generations of New Zealanders born between 180380, based on a
collection of audio recordings, most of which were made adoi940. They find
a high degree of variability for both Dropping and intrusive-in their sample,
which suggests that even a pre-intrusion accent can bealbartiotic. Moreover,
their study shows that the incidence of intrusivis-significantly correlated with
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the speakers’ degree of rhoticity: ‘[ijntrusive /r/ incses as rhoticity declines’
(Hay & Sudbury 2005: 813). While this seems to be a seriouiesige to the
analogical approach, which assumes that intrusigea direct consequence of the
partial merger between thieful and ther-less occasioned by the loss of caga-
will be shown in Section 5 that a certain amount of variatioroagr-ful words

is easily handled by an token-based analogical framework.

Moreover, empirical studies of intrusiven present-day English consistently
find a certain amount of variation in the realisation of isive+ (Bauer 1984;
Foulkes 1998; Séskuthy 2009; Hay & MacLagan to appear). Sufitteese stud-
ies also point out that this variation is governed by grancabtind lexical fac-
tors such as morphological boundary strength (i.e. mordymtve suffixes such
as #ng and #sh attract higher rates of intrusion; Hay & MacLagan to appear)
the identity of the final vowel (Bauer 1984; Hay & MacLagan ppear) and the
identity of the target word (Soskuthy 2009; Hay & MacLagarappear). These
findings — together with Hay & Sudbury’s (2005) results — asggest that the
emergence of intrusivewas gradual: it would be unusual to find that such a
highly variable pattern emerged without a relatively lomgipd of transition.

| believe that the results presented above speak stronglystggenerative
treatments of intrusive- First of all, most generative accounts assume that this
phenomenon is more or less categorical: for instance, B$efdi997) claims that
intrusives is an ‘exceptionless [process] which [applies] both toveiocabulary
items and loans’ (ibid. 247). While it is true that generatmodels are forced to
treat the phenomenon as categorical due to their inabdigapture meaningful
patterns of variation, all empirical studies report a gl of variability in the
production of intrusiva~ What is even more problematic for generative models
is that this variation is to be controlled by grammatical &dcal factors. There
is no way for theories adopting a strictly categorical vidwgammar to account
for these sophisticated patterns of variation withoutcallly departing from the
principles that underlie the generative programme.

The question arises as to whether the above observations aation can
be accounted for within an analogical framework. The sinaplalogical scenario
sketched in the preceding section does not make any pantiptédictions about
variation in the production of individual words — in fact,dbes not seem to fare
much better with respect to variation than generative nsode! However, once
we make the notion of analogical extension more expliclieitomes possible to
account for at least some of the observed patterns of vamiafihis task will be
taken up in the next section.
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4 \WHAT IS ANALOGY?

In the preceding section, | reviewed two different sets adlence and concluded
that (i) intrusiver in SBE is likely to be the result of analogical extension and
(i) it shows a great deal of variation. The main goal of thestton is to suggest
some ways in which these two different observations cantegiated in a single
analogical framework. To achieve this goal, it will be nesz@yg to give a more
explicit definition of analogy itself and briefly review pieus approaches to ana-
logical extension (4.1). It will be shown that the structofeexisting analogical
frameworks makes them incapable of handling variationeateiel of individual
words, and a different approach will be suggested (4.2).

4.1 Previous approachesto analogy

While the term analogy is used in a variety of ways in theditere (see Hock 2003
for an overview), this paper focusses on one particular i@sin, which seems
to serve as the basis of most computationally implementedetsaf analogy,
namelyFOUR-PART ANALOGY. Four-part analogy consists in the extension of a
certain relationship between a pair of forms to another piforms, where the
members of the two pairs bear the same structural or senraldtonship to each
other. An example is given in (5) below:

(5) [singular] [plural]
BOW [bau] ~ [bavz]
!
COwW [kau] ~ ?  (=[kavz] < [kam])

The four edges of the analogical rectangle will be refereég follows: the
SOURCE (BOW), the TARGET (COow), the KNOWN ENVIRONMENT ([singular])
and theGIVEN ENVIRONMENT ([plural]). The corners of the rectangles can be
identified by referring to the two edges that meet there: ristance[bau] is the
source in the known environment afdoz] (the form that we obtain through ana-
logical extension) is the target in the given environmemis(will also be referred
to as theGIVEN FORM). The particular relationship that is extended in (5) can be
described asX ~ x + [z]}. This relationship clearly yield§kauvz] when applied
to the target in the known environment, that[leu].

This type of analogy can also be used to model the extensidaheof-ful
pattern to anm-less word:
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(6) C V

DEAR [dio] ~ [dior]

!

IDEA [ajdid] ~ ?  (=[ajdior] < [ajdio])

As it is pointed out by Albright (2009), this type of formatisdoes not impose
any restrictions on the choice of the analogical sourcehénetxample in (6), the
lexemeDEAR is used, but other lexemes, suchnasRIA, CAT or SMURF could
equally well have been used, in which case no change would taken place
(as these lexemes do not show an alternatingero pattern). This is clearly
problematic: the transition from the analogical targethe tnalogical source
is arguably guided by frequency and similarity, as it hasnbeeted in Section
3.1. Moreover, it is not clear what the exact role of fourtgaralogy is within
language change: it seems to be a useful descriptive déwitshould we assume
such analogical extensions to take place in individual lspresaas well? And if
yes, do these extensions occur during speech productiopegck perception?
The four-part notation cannot answer these questionseti.its

Most computationally implemented models of analogy takeraesvhat sim-
plified version of the four-part analogical mechanism ag thi@arting point and
use a number of extra mechanisms to ensure that both sityiéard frequency
have an effect on the choice of the analogical source. Itlllseful to take a
brief look at a particular class of such models, namesTANCE-BASED LEARN-
ERS some examples of which are th&eGERALIZED CONTEXT MODEL (GCM,;
Nosofsky 1986, 1988), RALOGICAL MODELING (AM; Skousen 1989; Skousen
et al. 2002) and the TBURG MEMORY-BASED LEARNER (TiMBL; Daelemans
et al. 2007y

Instance-based learners are based on the assumptionéhagtiaviour of a
given item can be determined by comparing it to similar itewithin the dataset.
The dataset for an instance-based learner could consistisif & phonetically
transcribed types from the lexicon of English, where eagle tg associated with
a particular behaviour in prevocalic position, as exensgdifn Table 3. The types
are represented as a set of variables, which, in this castheatast five sounds of
each occurrence (‘=" means non-specification for a givetufeq Instance-based
learners can use this dataset to predict the behaviour atemythat is specified
using the same variables. This could be a new item, whichtiprasent in the
original dataset (this would be similar to a learner tryingestablish a certain
pattern for a nonce-form) or an item from the dataset its®if ih the case of
analogical extension, where an existing pattern is replégea new one).

The model’s prediction is based on the behaviour of items dha similar
to the given form — TiMBL achieves this by building a resteidtanalogical set,
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LEXEME VARIABLES BEHAVIOUR

bread =b,r,e,d {+g}
spin =s,p,1,n {+g}
city =,s,1,t,i {+@}
idea a,1,d,1,0 {+a}
law =,=,=1,00 {+g}
four =,=,=f,o0r {+1}
better =b,e,t,o {+r}
star =,=s,t,ax {+r}

Table 3: Dataset for selection of patterns of alternation in English

which consists of the nearest neighbours of the given fond,the GCM by giv-
ing a greater weight to items that are more similar to thergfeem in determining
the probability of an item to serve as the analogical souid¢ &lso works with
a restricted analogical set, but the membership withindbisis only indirectly
influenced by similarity). The precise calculation of sianity values differs from
model to model, but in most cases it is a function of the nunadb@verlapping
variables, where certain variables can have a greater ntftuthan others. Thus,
IDOL [a,1,d,9,1] andDEAR [=, =, d, 1, 0] both share three variables witheEA
[a,1,d,1,9], but the last variable can be given a greater weight in detengsim-
ilarity values, as it is more relevant to the task at hand thay, the first variablé.

Frequency influences the predictions of instance-baseodesin a less direct
way. The likelihood of any individual form to serve as the lagéal source or
be included in the analogical set is solely determined bsiitslarity to the given
form. However, since a high-frequency behavioural patiemecessarily better
represented in the dataset than a low-frequency one, ihailé a greater chance
of influencing the outcome of the prediction, provided thatitems are relatively
evenly distributed in the feature space defined by the vimsald~or instance, if
there are 90 items with behavio&rand only 10 items with behaviou, any
random point in the feature space will be likely to be surdrohby a majority
of items with behaviouA. The only scenario in which behavio® can have
any significant effect on the outcome of the prediction is mhige items with
behaviourB form a tight group (sometimes referred to as a ‘gang’; cf. &yb
2001) within the feature space, that is, when they are ctamglg more similar
to each other than to items with behavidurFigure 1 provides an illustration of
a dataset where the distribution of the items in the featpeee is independent
of their behaviour (left) and another dataset where itenth wilow-frequency
pattern form a tight group (right).
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Figure 1. Left pandl: items with the two behavioural patterns are evenly distributed in
the feature space; Right panel: items with the low-frequency pattern form a tight group.

This might also help us understand how an instance-basedkleeould be
used to model the emergence of intrusiveRre-intrusion accents of English ex-
emplify the evenly distributed scenario (ireless words are randomly dispersed
among members of theful class), whereas accents in which the partial merger
between the-ful and ther-less classes did not take place exemplify the second
scenario, withr-less words forming a tight group. Therefore, in a pre-ision
accent the outcome of the prediction will be more stronglipenced by the-ful
pattern than by the-less one owing to the higher frequency of the formeiul
forms will simply have a greater chance of being includedhie &analogical set
or being chosen as the analogical source. The model will tieipdedict arr-ful
pattern of behaviour even forless words, that is, analogical extension will take
place. This is confirmed by TiMBL, which extends thezero pattern to the ma-
jority of r-less words (75% to 100% depending on the parameter setinign
confronted with a dataset based on a pre-intrusion dialmtt as the one in Table
3. However, in accents where thdul and ther-less classes are fully distinguish-
able, words within the-less class will be more similar to each other than to words
within ther-ful class. This similarity will counterbalance the higliexquency of
ther-ful pattern and result in the retainment of the distinctimiween the two
classes.

While instance-based learners can clearly capture sonceataspects of the
analogical extensions that led to the emergence of inedsiv has to be pointed
out that their success hinges on a considerable simplditathey do not make a
distinction between the known environment and the giverrenment and they
assign a single pattern of behaviour to each item. By doinghsy essentially
reduce the problem of analogical extension to a simple oategfion task: a stim-
ulus represented by a feature vector has to be assignedg@cakabel, which is a
certain pattern of behaviour in this case. In the followiegt®n, | show that this
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LEXEME VARIABLES BEHAVIOUR

better =b,e,t,o {+r}
better =b,e,t, o {+o}
better b,e,t,o,r {1}
better b,e,t,o,r {+@}

Table 4: Dataset for selection of patterns of alternation in English

approach is problematic in several respects.

4.2 Typesand tokens

The simplification that serves as the basis of instanceebleseners comes at a
price: we are forced to discard all information about véoiatbelow the word
level. Each type is assigned a single feature vector andgespattern of be-
haviour, which is either-ful or r-less in this particular case. As a result, a number
of arbitrary decisions have to be made, which lead to consinde conceptual and
empirical difficulties.

First of all, as types are abstractions over a set of tokéey, aften cannot be
associated with a unique representation. Choosing thiotiteorms of the types
in Table 3 was a completely arbitrary decision; | might aslwele used their
prevocalic forms, in which case there could be no analogixtdnsion (as-ful
andr-less words are distinct in prevocalic position in predision accents). In
fact, it might be just simply impossible to assign any phanetpresentation to
types which have several alternants. If a type is a colleatioproperties shared
by a number of tokens, the phonetic forms of the individukétes are arguably
not part of it when they differ from token to token.

Another related problem is that types often cannot be aatamtwith a unique
behaviour in a natural linguistic setting, having variatlgcomes instead. Hay &
Sudbury (2005) suggest thaful words are likely to have been realised variably
in pre-intrusion dialects, with-ful andr-less productions occurring both in pre-
consonantal/prepausal and prevocalic position. The oalytw include this type
of information in an instance-based learner is to have séitems represent a sin-
gle type, each with a different behaviour or feature repreg®sn. For instance,
anr-ful word with two variants in both preconsonantal/predwand prevocalic
position could be represented as in Table 4. Besides beiniggvely unappealing,
this method leads to a proliferation of behavioural patdd€oh. the new pattern {—
r} in Table 4) and it unnecessarily strengthens the reptasien of variable types
in the dataset as opposed to invariable ones (which carbstilépresented by a
single item). If, on the other hand, one decides to ignoranfe@mation about
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_V _C _#
[betar] || [beta] || [beta]
[betar] || [beta] || [beta]
[betor] || [beta]
[beta] || [beta]
[betor]

Figure 2: Exemplar cloud of R-ful word

variation, an arbitrary choice has to be made between tfereiift patterns when
creating the dataset, which leads to the same conceptusépne discussed in the
previous paragraph.

What is more, instance-based learners are faced with the samstion as
the four-part model described in the previous section: rias clear where the
extensions should be assumed to take place. Since the a@hliagk described
in the previous section consisted in the model predictingodyction pattern for
words on the basis of similar words, it could be argued thatdbus of the exten-
sions is the speech production of individual speakers. hWewehis assumption
is somewhat problematic in view of the fact that instanceebldearners immedi-
ately reclassify almost ah-less words as-ful if the input dataset is non-rhotic
— this leaves no room for the gradual development impliecheyempirical find-
ings in Section 3.2. Thus, while instance-based learneraseful in showing that
some type of analogical extension can produce a patterrirakion, they are not
particularly revealing as to how exactly these extensiatsio

| believe that a more accurate model of the emergence ofsinta can be
constructed by taking an exemplar theoretic model of thedexsuch as the one
presented in Bybee (2001) and Pierrehumbert (2001) and ioomght with the
idea that sporadic changes can accrue over several gemsratnd lead to more
robust patterns (Wedel 2004, 2007; Oudeyer 2006). The ldesicin exemplar
theory is that linguistic categories such as words and soane represented di-
rectly by detailed memory traces in an associative netwlarthis particular case,
this means that all tokens of use are stored in the lexicdedirto the specific
context (semantic, phonological, social, etc.) in whickytlare used. Therefore,
a model of this type will directly represent variation in saled clouds of exem-
plars, as in Figure 2.

Let us assume that this associative network gives rise toal srumber of
analogical extensions during speech production — in theg,caxtensions of the
r-ful pattern. The forms created through such extensionkshailpassed on to
future generations of speakers, who will produce furthéemsions, thus steadily
increasing the proportion of analogically re-modelledrier All things being
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equal, this will eventually result in a large proportion ofrhs with intrusiver
(this is calledrPOSITIVE FEEDBACK in Wedel 2007). Importantly, the speakers’
lexicon will contain a great deal of variation at any givenrpan this process and
the emergence of intrusivewill be gradual. In the next section, | provide a more
detailed exposition of this model.

5 TOKEN-BASED ANALOGY AND INTRUSIVE-R

In the previous section, several formally more or less ekgipproaches to anal-
ogy were discussed. It was shown that while they are capdigeoducing the
type of analogical extensions necessary for the modellindpe® emergence of
intrusivet, they cannot capture the patterns of variation observeegai& 3.2
due to certain restrictions in their structure. At the endhef section | proposed
that a model in which the basic units of storage are tokeherahan types could
produce more realistic results, but | have not elaboratedhendetails of this
model. Therefore, in this section, | present a formal modemalogy built on
tokens, which will serve as the basis of a computer simuiaticthe emergence
of intrusive+.

In the brief description of the token-based approach ofagyabbove, sev-
eral assumptions were made which need to be explored in neted.dFirst of
all, I suggested that an associative network of tokens caresow automatically
produce analogical extensions. This is, of course, notdke.dt is true that a con-
nectionist network along the lines of Rumelhart & McClellaf1986) is capable
of modelling certain types of analogical extension, bus tieiquires the network
to be set up in a particular way — a random collection of tokeitinot start be-
having as a coherent system just because they are conneetewkiwork. In this
paper, | use an analogical mechanism superimposed on twenkedf tokens to
produce the required extensions. This mechanism is exposeore detail below.
Moreover, | also claimed that these extensions are spoeadiccan accumulate
over several generations. This is modelled by using theogiedl mechanism to
predict productions for the items in the dataset and theingake predicted pro-
ductions as the input dataset for the next generation. Bgatapy this procedure
several times, we can see whether analogically re-modkliets can accumulate
in the lexicon to form a more robust pattern (this is callBERATED LEARNING;
cf. Brighton 2003; Kirby et al. 2007).

To make this more explicit, here is an outline of the struetfrthe simulation.
The initial input of the model is a list of tokens from the CEA8pus, represented
as an ordered triplet consisting of the phonetic form of teenj the lexeme the
item belongs to and the phonetic environment it appears mcfwcan be C,
__Vor__#, depending on the first sound of the following word). Thugtecon-
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_C _V
&nd P—— &nd
aend - = do
do W dror
do = dror
do dror
9 beto —_— betor
mMorIo beto
ardio MOrIo
ardro B, ? (=ardror)

Figure 3. Constructing a plausible output formfor IDEA in__V; (1): choosing a token
of the target in the known environment; (2): choosing an analogical source in the known
environment; (3): choosing a token of the analogical source in the given environment.

sonantal production oDEA will be encoded as follows: [§jdio], IDEA, _ C}.
The model goes through each item in the list and predicts auym@ation for

it using the analogical mechanism described below (theigtesti pronunciation
may or may not be identical to the stored oPdjhese pronunciations are stored
in the lexicon of the next generation, which starts its owan once the first
generation has produced all the items in the dataset. Toceps can be repeated
indefinitely, but we will see that 30 rounds are sufficientdar purposes.

The crucial step in this process is, of course, the prediaigoronunciations
for the items in the dataset. These predictions are basedaun-part analogical
mechanism, as shown in Figure 3. Here is a step-by-stepigesiarof this pro-
cess. The input of the analogical prediction is an orderedqgeasisting of the
lexeme the item belongs to and its environment — in Figurki8js$ {IDEA, _ V}.
This determines the analogical target§A) and the given environment (V). To
complete the analogical rectangle, we first have to find arahvironment (the
known environment) with at least one token of the target. un éxample, the
known environment is_C. Now, a random token of the target lexeme is chosen
in the known environment (step 1 in Figure 3), which will ®as the basis of our
choice of the analogical source in the known environmeep(2). The transition
from the analogical target to the analogical source is datexd by three factors:
(i) similarity to the target in the known environment, (iDkien frequency and (iii)
the availability of at least one form belonging to the samesiee in the given
environment. The second factor is crucial, as the next stepists in randomly
choosing another token of the analogical source in the garetironment (step
3). After this, the two tokens of the analogical source amngared and their
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difference is applied to the analogical target in the knowirenment (using an
algorithm described in Lepage 1998). The result of this ajen is the output of
the prediction, which, in this case,[&dior].

Since steps 1 and 3 are random, the only step that shoulddesded in more
detail is step 2. The probability of a forf) being chosen as the analogical source
given the analogical target in the known environmént,js shown below:

@ P = L1

where f; is the number of tokens the form is exemplified by in the knovwi-e
ronmenty is a quantitative measure of similarity, aidis the set of all tokens in
the known environment. Since the divisor is constant fosatlivenT}, the rela-
tive probabilities for two different forms are solely detened by their frequency
and similarity to7;. The similarity metricy will not be described in any detail
here; the interested reader is referred to Nosofsky (19B@wever, it has two
important properties, which are worth mentioning herehay have a significant
effect on the outcome of the prediction. First, the tokensewepresented by vari-
ables in much the same way as in the instance-based modettheesn Section
4.1. The variables had different weights assigned to themgiwmeans that they
influenced the outcome of the prediction to differing degrek the simulation
presented below, the last sound had the greatest influeacen®, similarity val-
ues were attenuated for items that were further away in thieife space, which
means that only forms relatively close to the given form haeadistic chance of
being chosen as the analogical source (unless they werayhigh frequency).
Having seen the basic properties of token-based analoggaw@&ow turn to the
simulation itself.

5.1 Smulating the emergence of intrusive-r

The input dataset of the simulation was a set of 1 million tskeandomly cho-
sen from the CE18 corpus, each of them stored in the form predabove (e.qg.
{[ajdia], IDEA, __C}). The transcriptions were modified to reflect a fully rioti
dialect, such as the one spoken in the South of England bisfeds3th century. To
create the conditions for the analogical extensions desdrabove, an additional
bias to delete codawas introduced into the model. The simulation consisted of
30 rounds. In figure 4, | provide a summary of the changes ird#taset, with
the dark line indicating the percentage of rhotic produtdim prevocalic position
within ther-less group, the grey line the percentage of rhotic produstin pre-
consonantal position within theful group and the dashed line the percentage of
rhotic productions in prevocalic position within théul group.



21

0,9 H
0,8 +
0,7 +—

0,6 77¢Q —R-less, V.
0,5 R-ful, _C

0,4 / — — R-ful, v
0,3 /

0,2 /

on L/

Figure 4: Theloss of rhoticity and the emergence of intrusive-r.

The changes in Figure 4 clearly indicate that the model pteseabove is ca-
pable of simulating the analogical extensions that ledecethergence of intrusive-
r. The incidence of-ful productions in prevocalic position rises steadily s t
degree of rhoticity decreases, while prevocalic tokemsfaf words do not change
their production pattern. The degree of rhoticity and thedance of intrusive-
are negatively correlated; this relationship is strongsigdificant by a parametric
correlation ¢ = —0.97, p < 0.01).

The model produces variable results in each round, and dp®ion of forms
with intrusive+ increases only slightly between two generations. Howeliese
small increments slowly add up to create a robust pattermtofision. This is
perfectly in line with the empirical observations presenite Section 3.2, where
| claimed that the development of intrusivas likely to have been gradual and
characterised by a great deal of variation at any given pdoteover, the exten-
sion of ther-ful pattern begins well before the model approaches nai@gorical
non-rhoticity. This, again, corresponds well with the fdett the accents in which
intrusiver first appeared are unlikely to have been fully non-rhotic sHould
also be pointed out that the variation observed in this malbklow the level
of lexemes. That is to say, each word develops its own spectfypically non-
categorical — distribution af-ful andr-less alternants. This is a welcome result
in view of the fact that word-specific tendencies have, idgd&een reported for
intrusive+ (cf. Section 3.2). To sum up, the token-based approach togyaan
provide a highly accurate account of the development otigiwe+ in English,
which includes a number of factors which previous modelsal@gy have failed
to incorporate.
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6 DISCUSSION AND CONCLUSIONS

The preceding sections have demonstrated that the emergénetrusiver is
highly compatible with an analogical approach and that augtron based on a
simple analogical mechanism can produce the pattern ohgixte that arguably
led to the development of this phenomenon in SBE (and pgssiber accents as
well). It has also been shown that it is possible to accountife gradualness of
the development of intrusivein the same analogical framework if the units over
which analogy operates are tokens rather than types. The&ieahgoverage of
this approach and the correctness of its predictions stdgesit is justified to
assume that the historical source of intrusivs-analogy.

The implications of these results for synchronic analydemtousive+ are
clear: as it is possible to account for both the history ardptesent behaviour
of intrusiver within a diachronic framework, there is no need for an exalem
in purely synchronic terms. Of course, this does not meanvieacan dispense
with synchronic models altogether: we still have to accdanspeakers’ detailed
knowledge of their phonology. As a matter of fact, the tokased analogical
model described in Sections 4.2 and 5 makes a number of iarg@ssumptions
about the nature of this knowledge. Token-based analoggsedon a view of
the grammar in which speakers have access to individuannost or exemplars
of words and have the ability to make analogical inferencethe basis of these
instances. | do not intend to claim that all of phonology ®dibwn to exemplars
and analogy; however, it is clear that the present accoupiines at least these
two concepts to be part of the synchronic apparatus of a spaaikl can go far
in accounting for the phonological facts related to intvasi without using any
additional theoretical machinery.

On a more general note, this account of intrugiwows that an exemplar-
based approach is not necessarily restricted to accouptsooifetic variation, al-
though this is the area where such models have been appl&tdouressfully (cf.
Johnson 1997; Pierrehumbert 2001, 2002, 2003). By intioduz simple ana-
logical mechanism and allowing for positive feedback, esadatively weak and
variable tendencies can lead to robust patterns. The eatenproduced within
a single generation in the simulation are sporadic and tas\aic, but the final
pattern is highly systematic. Thus, while variability isiaaportant component of
the model, it can also deal with systematic alternationsahatraditionally con-
sidered part of phonology and have not previously been ssbady accounted
for in exemplar-based approaches.
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NOTES

1Some authors prefer the term postvocali¢ will, however, avoid this term
as it is misleading and inaccurate: the word-media words such a$erry and
zerois also postvocalic, but it is never involvedrirnzero alternations.

2The change that | refer to as Pr&reaking is often analysed as consisting of
two separate changes, Rr&reaking and Pre-Laxing (Wells 1982; McMahon
2000); since Pre-Laxing did not affect the schwa off-glide of centring diph-
thongs, this distinction is immaterial to the present dssoon.

3The GCM, which was developed in the field of experimental psjmgy,
is not traditionally grouped together with models like TiMBnd AM, which
have their roots in machine learning and linguistics. Havelsee no principled
reason for making a sharp distinction between the GCM andtties two models
apart from their different historical background, as thikyedy on stored instances
for making predictions and they have a similar underlyinchéecture (see also
Chandler 2002).

4This is because only types ending [ o:, a:, 3:] ever follow anr~zero
pattern, which makes the last sound of the word a good predi€t-fulness. This
is also corroborated by TiMBL, which can automatically cdéte the optimal
weight for each variable, and which chooses the last soutittanost informative
feature when given a dataset like the one in Table 3.

SAdmittedly, this is a relatively crude approach. It is notiexly clear why the
model should use analogy to predict a new pronunciationdochdorm when it
could simply retrieve the stored form. Many analogical nmede.g. Bybee 2001;
Wedel 2007) assume that analogy only operates in a mindritgses (e.g. when
the pronunciation of a given form has become unavailabletolueemory decay
or other factors) and productions are otherwise faithfuht dataset. However,
this approach cannot be straightforwardly extended toartdlased model. If the
input dataset is sufficiently large, even infrequent wordkbe relatively strongly
represented. In such a situation, speakers will usuallybbeta access at least a
few tokens for all but the least frequent words (even at ikadbt high rates of
forgetting), and extensions will hardly ever take place.



